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2008 ICSA Awards
ICSA, the International Chinese Statistical Association, has announced the recipients 
of its 2008 Outstanding Service Award and the Distinguished Achievement Award. The 
Outstanding Service Award goes to IMS members Hwai-Chung Ho, Academia Sinica and 
National Taiwan University; and Xiao-Li Meng, Harvard University; and also to Shu-Yen 
Ho, GlaxoSmithKline. The Distinguished Achievement Award is given to Jianqing Fan, 
Princeton University; and Peter Hall, University of Melbourne and University of California 
at Davis. 

Professor Hwai-Chung Ho is Research Fellow of the Institute of Statistical Science, 
Academia Sinica, and Professor of the Department of Finance, National Taiwan University. 
He was co-editor of Statistica Sinica from 2002–2005, and its managing editor from 1999 
to 2002. From 1999 to 2001, Dr Ho was also the editor of the Journal of the Chinese 
Statistical Association, the official journal of the Statistical Association of Taiwan. In 1996, 
as a founding council member, Dr Ho helped establish the Chinese Institute of Probability 
and Statistics, a learned society of probability and mathematical statistics in Taiwan. Dr Ho 
served as member (1998–1999) and chair (1999–2001) of the Statistics Review Panel at the 
National Science Council of Taiwan. 

Professor Xiao-Li Meng is the Whipple V. N. Jones Professor of Statistics and Chair 
of the Department of Statistics at Harvard University. He is currently co-editor of 
Statistica Sinica. He was the recipient of the 2001 COPSS Presidents’ Award; ICSA’s 2003 
Distinguished Achievement Award; and the 1997–1998 University of Chicago Faculty 
Award for Excellence in Graduate Teaching. He has served on editorial boards for leading 
statistical journals such as The Annals of Statistics, Biometrika, Journal of The American 
Statistical Association, and Bernoulli. He has served on numerous national and international 
professional committees and is also an elected fellow of IMS and ASA.

Professor Jianqing Fan is Frederick L. Moore’18 Professor of Finance and Director of 
Committee of Statistical Studies at Princeton University, past-president of the IMS, and 
president-elect of ICSA. He is the co-editor of The Econometrics Journal published by Royal 
Economics Society, and was the co-editor of The Annals of Statistics (2004–2006) and editor 
of Probability Theory and Related Fields (2003–2005). He has co-authored two popular 
books on “Local Polynomial Modeling” (1996) and “Nonlinear time series: Parametric and 
Nonparametric Methods” (2003) and authored or co-authored over 100 articles on com-
putational biology, financial econometrics, semiparametric and nonparametric modeling, 
statistical learning, nonlinear time series, survival analysis, longitudinal data analysis, and 
other aspects of theoretical and methodological statistics. His work has been recognized by 
the 2000 COPSS Presidents’ Award; a Humboldt Research Award for lifetime achievement 
in 2006; Morningside Gold Medal of Applied Mathematics in 2007 (honoring triennially 
an outstanding applied mathematician of Chinese decent worldwide); and fellowship of 
IMS, ASA and AAAS. 

Professor Peter Hall’s research interests range across several topics in probability and 
statistics. Hall is a fellow of IMS, ASA, the Australian Academy of Science, and the Royal 
Society of London, and has served as President of the Bernoulli Society. He has won 
the COPSS Presidents’ Award and a number of other awards and prizes in Australia and 
abroad. He holds honorary doctorates from the Catholic University of Louvain and the 
University of Glasgow.
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AOS special issue: focus on Random Matrix Theory
Peter Bickel and Craig Tracy are guest 

editors for the forthcoming December 

2008 issue of the Annals of Statistics, 

Volume 36, number 6, which will have as 

its focus random matrix theory. Its papers 

are derived from the SAMSI (Statistics and 

Applied Mathematical Sciences Institute) 

program that took place in 2006–07. The 

following is taken from Peter’s introduction 

to the issue: 

In 2004, Iain Johnstone proposed a special 
program on Random Matrix Theory to 
the Statistics and Applied Mathematical 
Sciences Institute. Eventually, Iain, 
[together with] Hélène Massam, Don 
Richards, Craig Tracy and I became co-
organizers, and the program’s scope was 
enlarged. 

It now included regularization issues, 
inference in graphical models, Bayesian 
multivariate analysis in such models, 
applications of random matrix theory 
particularly in electrical engineering, as 
well as applications of regularization and 
high dimensional multivariate analysis in 
geophysical models. The program was real-
ized as a six month session in 2006–2007 
and featured not only the usual opening 
workshop at SAMSI, but also two closing 
workshops, one at NCAR (the National 
Center for Atmospheric Research) focused 
on applications and one at AIM (American 
Institute of Mathematics) focused on 
theory. Two other workshops, one on 
scoping geophysical models at NCAR and 
another at SAMSI on Large Graphical 
Models and Random Matrices, a Bayesian 
focus week and a course in random matrices 
also resulted. 

These activities were supported by an 
enthusiastic group of postdoctoral fellows, 
visitors, and local faculty and graduate 
students as well as a video link for weekly 
lectures alternating between Berkeley on the 
west coast and SAMSI on the east. 

The Editors of the Annals of Statistics, 
Bernard Silverman and Susan Murphy, 
agreed to devote this special section of the 
Annals of Statistics to exhibit some of the 
fruits of this program. Papers were submit-
ted and subjected to the normal refereeing 
procedures. 

The papers included touch on most of 
the interests present in the program. 

Zeitouni and Anderson’s paper bridges 
the gap between Random Matrix Theory 
and Regularized Estimation by showing 
that statistics based on the bulk spectrum 
of regularized empirical covariance matrices 
behave as one would like them to do. 
Johnstone extends his powerful limiting 
result on covariance matrices to canonical 
correlations, making contributions to both 
Random Matrix Theory and Statistical 
Inference. Another distinct set of papers 
deals mainly with regularization issues. We 
include here the works of Fan and Li, El 
Karoui, Bickel and Levina, all involving 
thresholding in one form or another, and 
showing that taking advantage of sparsity 
makes a big difference. 

Nadler’s paper in addition to giving the 
classical Random Matrix Theory approach 

,analyzes Principal Component Analysis 
based on the empirical covariance matrix 
in a novel fashion for this literature using 
small sigma asymptotics. 

Rajaratnam, Massart, and Carvalho 
pick up the Bayesian strain by introducing 
a set of Wishart type priors concentrating 
on specific graphical submodels for which 
posterior means can be exactly calculated 
when the data have a multivariate Gaussian 
distribution. 

Finally, Schwartzmann, Mascarenhas 
and Taylor present the rich classical mul-
tivariate Gaussian theory of inference that 
arises in the context of fMRI data, while 
Paul and Peng begin a thorough analysis of 
functional data both when the observations 
are sparse and when they’re dense, a mar-
riage of an important application and large 
p, large n theory. 

As Associate Editor in charge of this 
issue, it was a pleasure to handle this excel-
lent batch of papers, which truly reflected 
the broad scope of the program. 

The SAMSI website has details about 
the program: see http://www.samsi.info/

programs/2006ranmatprogram.shtml

The Statistics and Applied Mathematical 

Sciences Institute, SAMSI, is keen to receive 

exciting ideas from the statistical and applied 

mathematical sciences communities for 

future SAMSI programs. Details of the process 

are available at www.samsi.info/programs/

programssought.shtml. 

If a pre-proposal is deemed to have 

possibilities as a SAMSI program, it is 

developed into a full proposal. Descriptions 

of current programs on the SAMSI website, 

and on page 5, provide insight into the 

possibilities inherent in SAMSI programs. 

SAMSI invites program proposals
Considerations in Program Selection: 

The impact on the statistical and 

mathematical sciences and their interface | 

Timeliness | Qualifications and commitment 

of program leaders | Impact on cross-

disciplinary research—especially the span 

of the scientific problems covered and 

likelihood of significant technology transfer | 

Breadth of development of human resources, 

including the extent of diversity | Effects on 

education | The availability of leveraging 

funds

See www.samsi.info for details.

http://www.samsi.info/programs/2006ranmatprogram.shtml
http://www.samsi.info/programs/2006ranmatprogram.shtml
http://www.samsi.info/programs/programssought.shtml
http://www.samsi.info
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IMS Fellowship nomination
http://www.imstat.org/awards/fellows.htm

Deadline: January 31, 2009

Qualifications for Fellowship: The candidate shall have demon-
strated distinction in research in statistics or probability, by 
publication of independent work of merit. This qualification may 
be partly or wholly waived in the case of either:
(1) a candidate of well-established leadership whose contributions 
to the field of statistics or probability other than original research 
shall be judged of equal value; or
(2) a candidate of well-established leadership in the application 
of statistics or probability, whose work has contributed greatly to 
the utility of and the appreciation of these areas.
Candidates for fellowship should be members of IMS on 
December 1 of the year preceding their nomination, and should 
have been members of the IMS for at least two years.
For details on how to nominate, please see the website above. 
Please also read the supporting information on the website, and 
pass on the information to letter-writers. Letters are expected 
explicitly to address the above IMS criteria for fellowship. 

Harry C Carver Medal
http://www.imstat.org/awards/carver.html

Deadline: February 1, 2009

Nominations are invited for the Carver Medal created by the 
IMS in honor of Harry C. Carver, Founding Editor of the 
Annals of Mathematical Statistics and one of the founders of the 
IMS. The medal is for exceptional service specifically to the IMS 
and is open to any member of the IMS who has not previously 
been elected President. Not more than one award shall be made 
each year. 

The medal will be awarded at a ceremony during the next 
IMS Annual Meeting in 
Washington DC.

The nominating com-
mittee consists of three 
former Presidents of the 
IMS. 

For details on how to 
nominate, please see the 
website above. 

IMS Laha Travel Awards
http://www.imstat.org/awards/laha.html

Deadline: February 1, 2009

With funds from a generous bequest by 
the late Professor Radha Govind Laha, 
IMS has established the Laha Awards to 
provide funds for travel to present a paper 
at the 2009 IMS Annual Meeting, held at 
the Joint Statistical Meetings in Washington DC, August 1–6, 
2009.

Eligibility: First priority to students, second priority to New 
Researchers within 2 years of PhD at the date of the meeting. 
Applicants must be members of IMS, though joining at the time 
of application is allowed. Student membership is free and New 
Researchers also qualify for substantially reduced rates. 

Amount: Grants per award provided to Laha awardees have 
been typically around US$500. The actual amount of an award 
depends on the travel distance to the IMS statistical meeting. 
Grants will be reimbursed against receipts and may be combined 
with other sources of funding.

For details on how to apply, please see the website above.
Applications will be reviewed by the IMS Committee on 

Travel Awards. It is expected that at least 8 awards will be made. 
The work must be that of the student (or new researcher), 
although it may be have been done in collaboration with an 
advisor or others. All applicants must submit their paper to the 
meeting directly. This travel grant award application and the 
meeting abstract submission are separate.

Tweedie New Researcher Award
http://www.imstat.org/awards/tweedie.html

Deadline: December 1, 2008

Richard Lewis Tweedie played a significant 
role throughout his professional career in 
mentoring young colleagues at work and 
through professional society activities. 
With funds donated by his friends and 
family, IMS has created the “Tweedie New Researcher Award”, 
to fund travel (up to US$2000) to present the Tweedie New 
Researcher Invited Lecture at the Twelfth Meeting of New 
Researchers in Statistics and Probability, held immediately before 
JSM 2009, at Johns Hopkins University, USA. For details on 
how to apply, and eligibility criteria, please see the website above.

IMS Awards: nominate or apply now

Radha Laha

Richard Tweedie

http://www.imstat.org/awards/carver.html
http://www.imstat.org/awards/fellows.htm
http://www.imstat.org/awards/laha.html
http://www.imstat.org/awards/tweedie.html
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SAMSI’s building programs…
There is even more excitement than usual at the Statistical and 
Applied Mathematical Sciences Institute (SAMSI) in North 
Carolina. In November, SAMSI moved into the new wing of the 
National Institute of Statistical Sciences’ (NISS) building. This 
11,782 square foot addition will more than double SAMSI’s office 
space, relieving the current “cozy” conditions for SAMSI visitors, 
postdocs, graduate students and local researchers. The new wing 
features a state-of-the-art multi-purpose workshop facility with 
classroom, conference rooms and laptop stations for visitors. The 
adjoining foyer and patio provide gathering places during workshop 
breaks; and the second-floor common room opens to a rooftop 
terrace overlooking woods. SAMSI looks forward to welcoming you 
to the new facilities!

SAMSI’s two major 2008–09 programs, Sequential Monte 
Carlo Methods and Algebraic Methods in Systems Biology and 
Statistics, are well underway. More than 250 people attended the 
opening workshops of these programs in September, where 11 
research working groups were formed. These working groups con-
sist of long-term SAMSI visitors; postdoctoral fellows; local faculty, 
students and other researchers; plus non-resident researchers who 
interact via remote participation mechanisms available at SAMSI.

There is still opportunity to participate in these programs. In 
particular each program will hold additional workshops throughout 
the year. The workshops already on the SAMSI calendar are 
Discrete Models for Systems Biology (in December), Algebraic 
Statistical Models (in January), Molecular Evolution and 
Phylogenetics (in April), Adaptive Design, Computer Modeling 
and Sequential Monte Carlo (also in April), Transition Workshop 
of the Algebra Program (in June), and Transition Workshop of 
the Sequential Monte Carlo Program (in October 2009).

In 2009–2010, SAMSI will hold two exciting programs: Space-
time Analysis for Environmental Mapping, Epidemiology and 
Climate Change and Stochastic Dynamics. 

Space-time Analysis for Environmental Mapping, 
Epidemiology and Climate Change will focus on problems 
encountered with random space-time fields. It will look at 
problems that arise in nature and those that are used as statistical 
representations of other processes. The program will center on the 
sub-themes of environmental mapping, spatial epidemiology, and 
climate change, which are interrelated both in terms of key issues 
in underlying science and in the statistical and mathematical meth-
odologies needed to address the science. The program will run from 
September 2009 through June 2010. 

Researchers from statistics, applied mathematics, environmental 
sciences, epidemiology and meteorology will be involved, providing 

opportunity for interdisciplinary, methodological and theoretical 
research. The program planning is led by Noel Cressie, Peter 
Green, Michael Stein, and Jim Zidek (Chair); National Advisory 
Committee Liaison Jun Liu; Local Scientific Coordinators Montse 
Fuentes, Alan Gelfand, and Richard Smith; and Directorate Liaison 
James Berger.

Stochastic Dynamics will be the second major program 
for September 2009 through June 2010. The term “stochastic 
dynamics” resonates within many fields in statistics and applied 
mathematics. The goal of this planned SAMSI program is to 
bring together experts in different but highly interrelated research 
specializations under the broader umbrella of stochastic dynamics 
to enable collaborations with the potential for exciting research 
advances. Participation is anticipated not only from the traditional 
pool of mathematics and statistics, but also from engineering, biol-
ogy, physics, and health sciences. 

Researchers in stochastic dynamics come from varied disci-
plines: the numerical analyst designing algorithms for stochastic 
differential equations, the math biologist studying transport on 
the cellular level, the analyst trying to understand the effect of 
stochastic forcing and data in dynamical systems, the statistician 
trying to characterize the statistics of dynamic networks, and the 
mathematical modeler trying to bridge the gap between atomistic 
and continuum. Unfortunately, the research in a scenario like the 
above is not regularly widely disseminated across the spectrum 
of statistics and applied math. This program aims to bridge that 
gap. The program planning is being led by Alejandro Garcia, 
Priscilla (Cindy) Greenwood, Martin Hairer, and Hongyun 
Wang; National Advisory Committee Liaison Rick Durrett; Local 
Scientific Coordinators Jonathan Mattingly and Peter Mucha; and 
Directorate Liaison Michael Minion.

SAMSI also runs a series of workshops focused on Education 
and Outreach for undergraduate and graduate students. These 
include Interdisciplinary Undergraduate Workshops in November, 
February and May, associated with this year’s SAMSI programs on 
Algebraic Methods in Systems Biology and Statistics and Sequential 
Monte Carlo Methods. The Industrial Math/Stat Modeling 
Workshop for Graduate Students will be held in July. SAMSI is also 
hosting or co-sponsoring special workshops such as the Blackwell-
Tapia Conference in November and the Graduate Student 
Probability Workshop (at the University of North Carolina) in 
May. 

For more information on the programs, workshops and oppor-
tunities at SAMSI, please visit the website, www.samsi.info.

http://www.samsi.info


December . 2008 IMs Bulletin . 7

Meeting: Fall Conference on Statistics and Biology
Dan Nettleton, Laurence H. Baker Endowed Chair in Biological 

Statistics and Professor in the Department of Statistics at Iowa 

State University, was meeting organizer for the recent Fall 

Conference on Statistics and Biology. He reports:

The Fall Conference on Statistics and Biology was held at the 
Gateway Hotel and Conference Center near Iowa State University 
on October 13 through 15, 2008. The conference was co-sponsored 
by IMS, ASA, and the Department of Statistics at Iowa State. 
Financial support was received from the Laurence H. Baker 
Endowment for Biological Statistics. Over 150 participants from 
the U.S., Canada, and the U.K. attended the conference’s poster 
session and talks on statistical theory, methods, and applications 
motivated by problems from the biological sciences.

Bradley Efron, Max H. Stein Professor of Humanities and 
Sciences and Professor of Statistics at Stanford University, presented 
the inaugural Laurence H. Baker Lectures as part of the confer-
ence. Professor Efron’s first lecture entitled “Large-Scale Prediction 
Problems” introduced “Ebay”, an empirical Bayes prediction 
algorithm designed to handle situations in which the number of 
predictor variables greatly exceeds the sample size. His second 
lecture, “Learning from the Experience of Others”, provided an 
entertaining and enlightening look at empirical Bayes and related 
methods for a general scientific audience. Future Baker Lectures 
are planned for fall semesters on a biennial basis and will continue 
to feature presentations by outstanding researchers whose work has 
relevance to biological statistics. 

Other invited talks were delivered by several highly dis-
tinguished researchers and a few relative newcomers to the 
field. Kathryn Roeder (Professor of Statistics, Carnegie Mellon 
University) presented a fascinating lecture on using genetic marker 
data to identify population structure and substructure due to shared 
ancestry. The work has important application to genome-wide 
association studies (GWAS). Xihong Lin (Professor of Biostatistics, 
Harvard University) followed Kathryn’s talk with a presentation 
covering her biological feature-based GWAS analysis using the 
kernel machine method through its connection with generalized 
linear mixed models.

As usual, Terry Speed (Professor of Statistics, University of 
California, Berkeley) provided a very energetic and illuminating 
talk – this time on statistical issues associated with next-generation 
sequencing technology. This technology is expected to generate 
the largest data wave to crash on the shores of our discipline since 
microarray technology. Charles McCulloch (Professor and Head, 
Division of Biostatistics, University of California, San Francisco) 
presented a lecture on the prediction of random effects and the 

effects of mis-specifying their distribution. One important take-
home message illustrated nicely in Chuck’s talk is that the distribu-
tion of predicted random effects will often reflect the shape of the 
assumed distribution rather than the shape of the true underlying 
distribution. Thus, examination of the distribution of predicted 
random effects is not a reliable model diagnostic.

Jim Booth (Professor and Chair, Department of Biological 
Statistics and Computational Biology, Cornell University) presented 
a talk entitled “A mixture of mixed-effects models for microarray 
analysis” in which he described a method for obtaining gene-
specific posterior odds of differential expression in two-treatment 
microarray experiments. Michael Newton (Professor of Statistics 
and of Biostatistics and Medical Informatics, University of 
Wisconsin-Madison) presented his recent work on gamma rankings 
and showed how to use the results to cluster genes in multi-group 
microarray data analysis.

On the final day of the conference, Yuehua Cui (Assistant 
Professor, Department of Statistics and Probability, Michigan 
State University) discussed genomic imprinting, an interesting 
phenomenon in which the same genetic allele acts differently 
depending on whether it is inherited from the mother or father. 
Professor Cui presented methods for mapping and estimating the 
effects of imprinted genes on developmental characteristics. Patrick 
Breheny (Ph.D. student, Department of Biostatistics, University of 
Iowa) gave a very nice talk on a general approach for incorporating 
grouping structure into penalized regression for simultaneous group 
and individual variable selection. His approach was illustrated by 
application to a genetic association study of age-related macular 
degeneration. 

Overall, the conference featured 31 talks, 14 posters, and a lot 
of good conversation.

Photos from the conference are at http://www.stat.iastate.edu/

StatTimes/FallConferenceBiology2008.html
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Meeting: WNAR/IMS
Antje Hoering reports: The 2008 Annual Meeting of the WNAR/
IMS was held at the University of California, Davis, CA from 
22–25 June, with approximately 141 participants.

The meeting began with a short course on R Survey Package 
Analyses for Two Phase Studies, with Applications in Epidemiology, 
by Thomas Lumley and Norm Breslow from the University of 
Washington. Jerry Lawless from the University of Waterloo gave 
a stimulating presentation entitled Making Sense of Life History 
Processes through Multi-State Models, for the WNAR Presidential 
Invited Address. Peter Bartlett from the University of California, 
Berkeley, gave an exciting presentation on Convex Methods for 
Pattern Classification.

Excellent presentations were given by invited speakers: John 
Marioni (University of Chicago), Bonnie LaFleur (University of 
Utah), Pei Wang (Fred Hutchinson Cancer Research Center), Pei-
Fen Kuan (University of Wisconsin) in the session Statistical Issues 
for Emergent Measurement Methods in Biomedical Research, Chris 
Wild (University of Auckland), Jason Nielsen (Carleton University), 
Leilei Zeng (Simon Fraser University), Peter Song (University of 
Michigan) in the session Models for Clustered Longitudinal and Case 
Control Studies, Adam Szpiro (University of Washington), Daniel 
Gillen (University of California, Irvine), Ken Rice (University of 
Washington), David Draper (University of California, Santa Cruz) 
in the session Connections between Bayesian and Frequentist Methods, 
Hua Tang (Stanford University), Lue Ping Zhao (Fred Hutchinson 
Cancer Research Center), David Conti (University of Southern 
California), James Dai (Fred Hutchinson Cancer Research 
Center) in the session SNPs and Association Studies, Sandrine 
Dudoit (University of California, Berkeley), Dan Nettleton 
(Iowa State University), Haiyan Huang (University of California, 
Berkeley), Nancy Zhang (Stanford University) in the session 
Expression and Sequence Analysis, Wolfgang Polonik (University of 
California, Davis), Jiayang Sun (Case Western Reserve University), 
Guenther Walther (Stanford University) and Geurt Jongbloed 
(Delft University of Technology) in the session Shape-Restricted 

Inference, Yiyuan 
She (Stanford 
University), 
Peter Radchenko 
(University of 
Southern California, 
Marshall), Jerome 
Friedman (Stanford 
University) in 
High-Dimensional 

Variable Selection and Shrinkage Methods, Mary Redman (Fred 
Hutchinson Cancer Research Center), Erica Moodie (McGill 
University) in Causal Inference Methods for Clinical Trials, Byron 
Ellis (AdBrite Inc), Errol Strain (BD Technologies), Martha Nason 
(National Institute of Allergy and Infectious Disease), Raphael 
Gottardo (University of British Columbia) in Statistical Methods 
for Flow Cytometry Data, Bryan Shepherd (Vanderbilt University), 
Dean Follmann (National Institute of Allergy and Infectious 
Disease), and Li Quin (Fred Hutchinson Cancer Research Center) 
in Statistical Methods for Evaluating Vaccine Efficacy.
2008 WNAR Student Paper Competition
Congratulations 
to Qunhua Li 
(University of 
Washington) for 
winning the 2008 
WNAR Best 
Student Paper 
Competition for 
her paper entitled 
A Nested Mixture 
Model for Protein Identification using Mass Spectrometry and to Luke 
Bornn (University of British Columbia) for winning the 2008 
WNAR Best Oral Presentation for his talk entitled An Efficient 
Computational Approach for Prior Sensitivity Analysis and Cross-
Validation. Congratulations also to Kumar Rajan (University of 
Washington), the runner-up for the written paper; and to Qunhua 
Li, Kumar Rajan and Adam Boyd (University of Denver), the 
runner-ups for the oral presentation The students received their 
award at the conference banquet.

We are indebted to the team of student paper reviewers and 
judges for students’ oral presentations and papers. In particular, 
we thank Laura Cowen for chairing the competition. Students and 
recent graduates are encouraged to submit their manuscripts for 
the 2009 WNAR/IMS Student Paper Competition. Details on the 
submission process can be found as they become available at the 
WNAR website, www.wnar.org. Students are encouraged to plan to 
submit their papers early. 

Special thanks go out to our Local Organizers, Frank Samaniego 
and Chris Drake from UC Davis; Program Chairs Patrick Heagerty 
from the University of Washington (WNAR) and Charles 
Kooperberg from the Fred Hutchinson Cancer Research Center 
(IMS); the invited session organizers, and all our contributed ses-
sion organizers, chairs and discussants. Thanks to the entire faculty 
volunteer staff and the conference center staff of UC Davis. 
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WNAR conference participants at the banquet

Student paper competition winner Qunhua Li (center) 
with WNAR president John Neuhaus (right) and the chair 
of the student paper competition Laura Cowen (left) 

http://www.wnar.org
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Meeting: Banff Workshop on Understanding the New Statistics

Statisticians are not averse to self-reflection. 
We continuously ask ourselves what is the 
role of statistics. For example, one sighs 
that computer scientists are more efficient 
than statisticians in developing useful 
answers. Or one expresses the concern that 
the statistics taught to students will leave 
them empty-handed for solving real data 
problems.

Does statistics make a difference? It is 
not just another branch of mathematics, 
and it is also not just a service science. So 
what is it, and what is new? This workshop 
was exactly to straighten out some of these 
issues: “rethinking the old, and seeking new 
approaches”.

Many speakers presented, as part of 
their talk, their viewpoint on the new 
challenges and the philosophy of statistics, 
for example, the “Coordinating Theories” 
discussed by Bertrand Clarke (University of 
British Columbia).

The world is changing, and with it the 
nature of data and the aims of data analysis. 
This asks for extending the basic set of 
statistical problem settings. An important 
theme is high-dimensional data and selec-
tion of variables. It was discussed in quite a 
few talks.

With the new complex data sets, the 
warnings of classical theory, such as the 
Hodges-Lehmann phenomenon, often seem 
forgotten. Benedikt Pötscher (University of 
Vienna) sounded the alarm, showing how 
misleading pointwise asymptotics can be.

Thus, the old statistical philosophy, 
putting in the new wording of today’s 
demands, persists — and remains as 
important as ever. Only by the development 
of general theories can one prevent already-
known findings from being re-invented over 
and over again.

Theory is the binding element for a 
world of special cases. The special cases will 
be forgotten, but the theory will persist. 
The new statistics may need to loosen its 
ties to probability models, and focus more 
on algorithms. The idea of a simple, true 
model underlying observed phenomena 
may be too restrictive. Likewise, the belief 
in the now-popular concept of sparsity may 
be too restrictive. Core statistical theory 
includes the viewpoint that reality is per-
haps not simple, but can be approximated 
by some simple model. Approximation is 
one of the key aspects of old and new statis-
tics, as Laurie Davies (University of Essen) 
explained us with fervor. The fact that our 
models are “only” approximations is often 
forgotten or re-realized.

The themes presented at the workshop 
covered a broad spectrum of recent 
statistics. There was a vast amount of new 
mathematical theory, and new results in 
the dynamic area between exploratory and 
mathematical statistics. Statistics has many 
faces, one of them being statistics as a 
process, learning from data in some way or 
another. The new and complicated data sets 
require hard detective work, which will add 

to core theory that will persist.
Over 40 participants attended the 

workshop, which meant that the capacity 
of the seminar room in Max Bell was taken 
to its limits. Despite the intensive program, 
virtually everybody attended virtually all 
lectures. This is even more surprising as 
people stayed up late for vivid discussions 
in the common room (I could tell, since 
my room was next to it). In addition to 
the scientific part, there was a trip to Lake 
Louise on Wednesday afternoon with the 
amount of physical activity adjusted to 
one’s personal standards (another example 
of Ivan’s perfect organization), and a free 
Thursday afternoon for digestion of new 
insights and (mountain) viewpoints.

With in addition the excellent facilities 
offered by the Banff International Research 
Station, this workshop was a strengthening 
and inspiring experience. 

The workshop is a follow-up of the 
2003 Banff workshop, “Regularization in 
Statistics”, which was organized by Roger 
Koenker (University of Illinois) and Ivan 
Mizera, and there are enthusiastic but as 
yet informal plans for another follow-up in 
2013. 

Sara van de Geer reports from the workshop, “Understanding the New Statistics: Expanding Core Statistical Theory”, held at the Banff 

International Research Station in Canada, from September 15–19, 2008. The. See www.birs.ca/birspages.php?task=displayevent&event_

id=08w5071 for details. 

Meeting organizers Iain Johnstone, Rudy Beran, Ivan Mizera and Sara van de Geer at Lake Louise

www.birs.ca/birspages.php?task=displayevent&event_id=08w5071
www.birs.ca/birspages.php?task=displayevent&event_id=08w5071
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Meeting: Algorithms for Modern Massive Data Sets
Algorithmic and statistical challenges in modern large-scale 

data analysis were the focus of MMDS2008. Michael W. Mahoney 

(Stanford), Lek-Heng Lim (Berkeley) and Gunnar E. Carlsson 

(Stanford) report: The 2008 Workshop on Algorithms for Modern 
Massive Data Sets (MMDS2008) was held at Stanford University, 
June 25–28. Its goals were twofold: first, to explore novel tech-
niques for modeling and analyzing massive, high-dimensional, and 
nonlinearly-structured scientific and internet data sets; and second, 
to bring together computer scientists, statisticians, mathematicians, 
and data analysis practitioners to promote cross-fertilization of 
ideas. MMDS2008 followed MMDS2006, which was originally 
motivated by the complementary perspectives brought by the 
numerical linear algebra and theoretical computer science commu-
nities to matrix algorithms in modern informatics applications.
Diverse Approaches to Modern Data Problems
Graph and matrix problems were common topics for discussion, 
largely since they arise naturally in data mining, machine learning, 
and pattern recognition. For example, a common way to model a 
large social or information network is with an interaction graph 
model, G = (V,E ), in which nodes in the vertex set V represent 
“entities” and the edges in the edge set E represent “interactions” 
between pairs of entities. Alternatively, these and other data sets can 
be modeled as matrices, since an m × n real-valued matrix A pro-
vides a natural structure for encoding information about m objects, 
each of which is described by n features.

It is worth emphasizing the very different perspectives that 
have historically been brought to such problems. A common view 
of the data, in particular among computer scientists interested in 
data mining and knowledge discovery, has been that the data are an 
accounting or a record of everything that happened in a particular 
setting. From this perspective, the goal is to tabulate and process 
the data at hand to find interesting patterns, rules, and associations. 
A very different view of the data, more common among statisti-
cians, is as of a particular random instantiation of an underlying 
process describing unobserved patterns in the world. In this case, 
the goal is to extract information about the world from the noisy or 
uncertain data that is observed.

Of course, the two perspectives are not incompatible: statistical 
and probabilistic ideas are central to much of the recent work on 
developing improved approximation algorithms for matrix prob-
lems; much recent work in machine learning draws on ideas from 
both areas; and in boosting the regularization parameter, i.e., the 
number of iterations, also serves as the computational parameter.

Given the diversity of possible perspectives, MMDS2008 was 
loosely organized around six hour-long tutorials that introduced 

participants to the major themes of the workshop.
Large-Scale Informatics: Problems, Methods, and Models
On the first day of the workshop, participants heard tutorials by 
Christos Faloutsos of Carnegie Mellon University and Edward 
Chang of Google Research, in which they presented an overview of 
tools and applications in modern large-scale data analysis.

Faloutsos began his tutorial on “Graph mining: laws, generators 
and tools” by motivating the problem of data analysis on graphs. 
He described a wide range of applications in which graphs arise 
naturally, and he reminded the audience that large graphs that arise 
in modern informatics applications have structural properties that 
are very different from traditional Erdős-Rényi random graphs. 
Although these structural properties have been studied extensively 
in recent years and have been used to develop numerous well-
publicized models, Faloutsos also described empirically-observed 
properties that are not reproduced well by existing models. Building 
on this, Faloutsos spent much of his talk describing several graph 
mining applications of recent and ongoing interest.

Edward Chang described other developments in web-scale 
data analysis in his tutorial on “Mining large-scale social networks: 
challenges and scalable solutions.” After reviewing emerging 
applications—such as social network analysis and personalized 
information retrieval—Chang covered several other applications in 
detail. In all these cases, he emphasized that the main performance 
requirements were “scalability, scalability, scalability.”

Modern informatics applications like web search afford easy 
parallelization, e.g., the overall index can be partitioned such that 
even a single query can use multiple processors. Moreover, the peak 
performance of a machine is less important than the price-perfor-
mance ratio. In this environment, scalability up to petabyte-sized 
data often means working in a software framework like MapReduce 
or Hadoop that supports data-intensive distributed computations 
running on large clusters of hundreds, thousands, or even hundreds 
of thousands of commodity computers.
Algorithmic Approaches to Networked Data
Milena Mihail of the Georgia Institute of Technology described 
algorithmic perspectives on developing better models for data in 
her tutorial “Models and algorithms for complex networks.” She 
noted that in recent years a rich theory of power law random 
graphs has been developed. With the increasingly wide range of 
large-scale social and information networks that is available, how-
ever, generative models that are structurally or syntactically more 
flexible are increasingly necessary. By introducing a small extension 
in the parameters of a generative model, of course, one can observe 
a large increase in the observed properties of generated graphs. 
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This observation raises interesting statistical questions about model 
overfitting, and it argues for more refined and systematic methods 
of model parameterization. This observation also leads to new 
algorithmic questions that were the topic of Mihail’s talk.
The Geometric Perspective: Qualitative Analysis of Data
A very different perspective was provided by Gunnar Carlsson of 
Stanford University, who gave an overview of geometric and topo-
logical approaches to data analysis in his tutorial “Topology and 
data.” The motivation underlying these approaches is to provide 
insight into the data by imposing a geometry on it. Part of the 
problem is thus to define useful metrics—in particular since appli-
cations such as clustering, classification and regression often depend 
sensitively on the choice of metric—and two design goals have 
recently emerged. First, don’t trust large distances: since distances 
are often constructed from a similarity measure, small distances 
reliably represent similarity but large distances make little sense. 
Second, only trust small distances a bit: after all, similarity measure-
ments are still very noisy. These ideas suggest the design of analysis 
tools that are robust to stretching and shrinking of the underlying 
metric. Much of Carlsson’s tutorial was occupied by describing 
these analysis tools and their application to natural image statistics 
and data visualization.
Statistical and Machine Learning Perspectives
Statistical and machine learning perspectives on MMDS were 
the subject of a pair of tutorials by Jerome Friedman of Stanford 
University and Michael Jordan of the University of California at 
Berkeley. Given a set of measured values of attributes of an object,  
x = (x1, x2, … , xn), the basic predictive or machine learning 
problem is to predict or estimate the unknown value of another 
attribute y.

In his tutorial, “Fast sparse regression and classification,” 
Friedman began by noting that it is common to assume a linear 
model, in which the prediction y^ = F(x) = ∑n

j=1 a j x j . Unless the 
number of observations is much, much larger than n, however, 
empirical estimates of the loss function exhibit high variance. 
To make the estimates more regular, one typically considers a 
constrained or penalized optimization problem. The choice of an 
appropriate value for the regularization parameter λ is a classic 
model selection problem. A common choice for the penalty is 
the ℓp-norm of the coefficient vector a = (a1, a2, … , an). This 
interpolates between the subset selection problem (γ = 0) and ridge 
regression (γ = 2) and includes the well-studied lasso (γ = 1). For  
γ ≤ 1, sparse solutions are obtained, and for γ ≥ 1, the penalty is 
convex. Although one could choose an optimal (λ, γ) by cross 
validation, this can be prohibitively expensive. In this case, so-called 

path seeking methods, that can be used to generate the full path of 
optimal solutions {â (λ): 0 ≤ λ ≤ ∞} in time that is not much more 
than that needed to fit a single model, have been studied. Friedman 
described a generalized path seeking algorithm, which solves this 
problem for a much wider range of loss and penalty functions very 
efficiently.

Jordan, in his tutorial “Kernel-based contrast functions for 
sufficient dimension reduction,” considered the dimensionality 
reduction problem in a supervised learning setting. Methods 
such as Principal Components Analysis, Johnson-Lindenstrauss 
techniques, and Laplacian-based non-linear methods are often used, 
but their applicability is limited since, e.g., the axes of maximal 
discrimination between two of the classes may not align well with 
the axes of maximum variance. One might hope that there exists a 
low-dimensional subspace of the input space X which can be found 
efficiently and which retains the statistical relationship between X 
and the response space Y .

Jordan showed that this problem of Sufficient Dimensionality 
Reduction (SDR) could be formulated in terms of conditional 
independence and that it could be evaluated in terms of operators 
on Reproducing Kernel Hilbert Spaces (RKHSs). Interestingly, this 
use of RKHS ideas to solve this SDR problem cannot be viewed 
as a kernelization of an underlying linear algorithm, as is typically 
the case when such ideas are used (e.g., with SVMs) to provide 
basis expansions for regression and classification. Instead, this is 
an example of how RKHS ideas provide algorithmically efficient 
machinery to optimize a much wider range of statistical functionals 
of interest.
Conclusions and Future Directions
In addition to other algorithmic, mathematical, and statistical 
talks, participants heard about a wide variety of data applications. 
Interested readers are invited to see presentations from all speakers 
at the conference website, http://mmds.stanford.edu.

The feedback we received made it clear that MMDS has 
struck a strong interdisciplinary chord. For example, nearly every 
statistician commented on the desire for more statisticians at the 
next MMDS; nearly every scientific computing researcher told us 
they wanted more data-intensive scientific computation at the next 
MMDS; nearly every practitioner from an application domain 
wanted more applications at the next MMDS; and nearly every 
theoretical computer scientist said they wanted more of the same. 

There is a lot of interest in MMDS as a developing interdis-
ciplinary research area at the interface between computer science, 
statistics, applied mathematics, and scientific and internet data 
applications. Keep an eye out for future MMDSs! 

http://mmds.stanford.edu
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Meeting: New Researchers’ Conference
Rebecka Jornsten, Rutgers University, 

reports on the Eleventh IMS North 

American Meeting of New Researchers in 

Statistics and Probability:

The Eleventh New Researchers’ Conference 
took place in Boulder, Colorado, between 
July 29th and August 2nd, 2008. The meet-
ing was held at the seminar facilities of the 
National Center for Atmospheric Research 
(NCAR). We could not have asked for a 
better location—NCAR is located high up 
on a hill overlooking Boulder and provides 
a spectacular view of the edge of the 
Rockies. 

The thirty-two participants, thirteen 
male and nineteen female, from universities 
both in the US and in Europe, represented 
an accurate snapshot of the diversity 
of mathematical statistics as a research 
discipline. The participants included 
biostatisticians and computational biolo-
gists, researchers working on problems in 
engineering, agriculture and climate model-
ing, as well as probabilists and researchers 
in theory and methodology development. 
Among the participants were those who 
were just about to start their first academic 
job after their PhD, but also those who 
were a few years out and were happy to 
share their experiences writing grants, 
submitting papers and teaching. 

We had ten invited panelists attend 
the conference. Yazhen Wang and Gabor 
Szekely from the NSF, and Jean Opsomer 
from Colorado State, led the funding 
panel. All three panelists advised that when 
you prepare a grant you should remember 
you are addressing multiple audiences: 
statisticians and non-statisticians, and 
fellow researchers in your area of expertise 
as well as researchers in other focus areas. 
Therefore, your grant should focus on The 
Big Picture, but with depth in places. The 
panel recommended that your grant focuses 
on one theme, with variations. They also 

stressed that grant preparation can take 
many months and that you have to leave 
enough time to polish the submission. 

Duncan Temple Lang (UC Davis) 
shared his thoughts on statistical comput-
ing and curriculum development. Jessica 
Utts (UC Davis) gave a presentation on 
career development, and Richard DeVeaux 
(Williams College) gave a fabulously enter-
taining talk about career choices. 

David Dunson (Duke), George 
Michailidis (U. Michigan), Geert 
Molenberghs (Hasselt University) and 
Stephen Portnoy (UIUC) led the journal 
panel. The panel cautioned against giving in 
to temptation and sending out a paper too 
soon. Submitting a well-prepared and well-
written paper shortens review times. The 
panel stressed that lack of focus is the most 
typical reason for a rejection. When revising 
your paper, the panel recommended that 
you address each critique point by point in 
your rebuttal letter. 

We had three invited speakers attend 
the conference. Nilanjan Chatterjee (NCI) 
gave a research talk, and Doug Nychka 
(NCAR) gave the keynote address. Sourav 
Chatterjee (UC Berkeley) was the Tweedie 

New Researchers Award speaker. [Time is 
almost up to nominate someone for next year’s 
Tweedie Award: see the website for details 
http://www.imstat.org/awards/tweedie.html]

A brief summary of the panel discus-
sions is provided at the conference website 
http://www.stat.rutgers.edu/~rebecka/

NRC, including advice on how to prepare 
grants, and how to prepare papers for a 
first submission and a revised submission. I 
would like to thank all invited panelists for 
generously sharing their thoughts on these 
topics, and also thank our participants for 
posing so many interesting questions to the 
panels. 

The conference organization was greatly 
helped by the on-site assistance of Bo Li 
and Doug Nychka and the NCAR staff, 
and by Ryan Elmore as the local organizer. 
We received funding from the NSF, NCI, 
NSA and the ONR.

If you are interested in attending the 
twelfth Meeting of New Researchers, the 
NRC 2009 will soon begin accepting appli-
cations. Please contact Tracy Bergemann 
(UMN) for more information (http://www.

biostat.umn.edu/~tracyb/nrc.html). 

New and recent PhD recipients, and invited speakers and panelists at the IMS New Researchers’ Conference at NCAR, 
Boulder.

http://www.imstat.org/awards/tweedie.html
http://www.stat.rutgers.edu/~rebecka/NRC
http://www.stat.rutgers.edu/~rebecka/NRC
http://www.biostat.umn.edu/~tracyb/nrc.html
http://www.biostat.umn.edu/~tracyb/nrc.html
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::: Advertise current job opportunities for only $175 for 30 days ::: See http://jobs.imstat.org for details :::

Employment Opportunities around the world
Australia: Sydney 
The University of Sydney
Statistical Bioinformatics Specialist (Researcher)
http://jobs.imstat.org/c/job.cfm?site_id=1847&jb=4845134

Belgium: Louvain-la-Neuve
Université catholique de Louvain
Statistics for Life Sciences, and Statistics for Stochastic Processes 
(Open Level Professor)
http://jobs.imstat.org/c/job.cfm?site_id=1847&jb=4891116

Canada: Toronto
University of Toronto, Department of Statistics
Assistant Professor, Statistics (Assistant Professor)
http://jobs.imstat.org/c/job.cfm?site_id=1847&jb=4864645

Singapore 
National University of Singapore
Faculty Positions (Open Level Professor)
http://jobs.imstat.org/c/job.cfm?site_id=1847&jb=4862760

Switzerland: Zurich
Institute of Mathematics
Postdoctoral Fellowship in probability or mathematical finance 
(Postdoctoral Fellowship)
http://jobs.imstat.org/c/job.cfm?site_id=1847&jb=4903226

Taiwan: Taipei
Institute of Statistical Science, Academia Sinica
Assistant Research Fellow, Associate Research Fellow or Research 
Fellow (Researcher)
http://jobs.imstat.org/c/job.cfm?site_id=1847&jb=4722884

http://jobs.imstat.org/c/job.cfm?site_id=1847&jb=4845134
http://jobs.imstat.org/c/job.cfm?site_id=1847&jb=4891116
http://jobs.imstat.org/c/job.cfm?site_id=1847&jb=4864645
http://jobs.imstat.org/c/job.cfm?site_id=1847&jb=4862760
http://jobs.imstat.org/c/job.cfm?site_id=1847&jb=4903226
http://jobs.imstat.org/c/job.cfm?site_id=1847&jb=4722884
http://jobs.imstat.org


December . 2008 IMs Bulletin . 29

::: Search our online database of the latest jobs around the world for free at http://jobs.imstat.org :::

United States: Bakersfield, CA
CSU Bakersfield
Tenure Track Statistics (Assistant Professor)
http://jobs.imstat.org/c/job.cfm?site_id=1847&jb=4923899

United States: Berkeley, CA
University of California, Berkeley
VIGRE Postdoc (Postdoctoral Fellowship)
http://jobs.imstat.org/c/job.cfm?site_id=1847&jb=4833294

United States: Berkeley, CA
University of California, Berkeley
Visiting Neyman Assistant Professor (Assistant Professor)
http://jobs.imstat.org/c/job.cfm?site_id=1847&jb=4833279

United States: Berkeley, CA
University of California, Berkeley
Tenure-track or Tenure Position (Open Level Professor)
http://jobs.imstat.org/c/job.cfm?site_id=1847&jb=4833232

United States: Fullerton, CA
CSU Fullerton
Tenure Track Position in Probability and Statistics (Assistant 
Professor)
http://jobs.imstat.org/c/job.cfm?site_id=1847&jb=4876759

United States: La Jolla, CA
University of California, San Diego Department of Mathematics
Tenured/Tenure-Track Professor (Assistant Professor)
http://jobs.imstat.org/c/job.cfm?site_id=1847&jb=4710723

United States: La Jolla, CA
University of California, San Diego Department of Mathematics
SEW Assistant Professor (Assistant Professor)
http://jobs.imstat.org/c/job.cfm?site_id=1847&jb=4710205

United States: Los Angeles, CA
University of California, Los Angeles
Faculty/Temp Faculty (Professor)
http://jobs.imstat.org/c/job.cfm?site_id=1847&jb=4573636

United States: Riverside, CA
University of California
Assistant Professor in Statistics (Assistant Professor)
http://jobs.imstat.org/c/job.cfm?site_id=1847&jb=4826611

United States: Santa Barbara, CA
University of California
Applied Statistics (Assistant Professor)
http://jobs.imstat.org/c/job.cfm?site_id=1847&jb=4720243

United States: Stanford, CA
Stanford University
Assistant/Associate Professor (untenured) (Assistant Professor)
http://jobs.imstat.org/c/job.cfm?site_id=1847&jb=4886108

United States: Golden, CO
Colorado School of Mines
Assistant Professor - Applied Statistics (Assistant Professor)
http://jobs.imstat.org/c/job.cfm?site_id=1847&jb=4889081

United States: Washington, DC
American University
Assistant or Associate Professor (Professor)
http://jobs.imstat.org/c/job.cfm?site_id=1847&jb=4778181

United States: Newark, DE
University of Delaware
Assistant or Associate Professor Statistics/Biostatistics (Assistant 
Professor)
http://jobs.imstat.org/c/job.cfm?site_id=1847&jb=4938137

United States: Atlanta, GA
Georgia Tech, School of Mathematics
Georgia Institute of Technology (Open Level Professor)
http://jobs.imstat.org/c/job.cfm?site_id=1847&jb=4687820

United States: Chicago, IL
University of Chicago Graduate School of Business
Assistant/Associate Professor of Econometrics and Statistics 
(Assistant Professor)
http://jobs.imstat.org/c/job.cfm?site_id=1847&jb=4813047

http://jobs.imstat.org/c/job.cfm?site_id=1847&jb=4923899
http://jobs.imstat.org/c/job.cfm?site_id=1847&jb=4833294
http://jobs.imstat.org/c/job.cfm?site_id=1847&jb=4833279
http://jobs.imstat.org/c/job.cfm?site_id=1847&jb=4833232
http://jobs.imstat.org/c/job.cfm?site_id=1847&jb=4876759
http://jobs.imstat.org/c/job.cfm?site_id=1847&jb=4710723
http://jobs.imstat.org/c/job.cfm?site_id=1847&jb=4710205
http://jobs.imstat.org/c/job.cfm?site_id=1847&jb=4573636
http://jobs.imstat.org/c/job.cfm?site_id=1847&jb=4826611
http://jobs.imstat.org/c/job.cfm?site_id=1847&jb=4720243
http://jobs.imstat.org/c/job.cfm?site_id=1847&jb=4886108
http://jobs.imstat.org/c/job.cfm?site_id=1847&jb=4889081
http://jobs.imstat.org/c/job.cfm?site_id=1847&jb=4778181
http://jobs.imstat.org/c/job.cfm?site_id=1847&jb=4938137
http://jobs.imstat.org/c/job.cfm?site_id=1847&jb=4687820
http://jobs.imstat.org/c/job.cfm?site_id=1847&jb=4813047
http://jobs.imstat.org
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::: Advertise current job opportunities for only $175 for 30 days ::: See http://jobs.imstat.org for details :::

Employment Opportunities around the world
United States: Chicago, IL
University of Illinois at Chicago - Department of Mathematics
Asst/Assoc/Full Professor (Open Level Professor)
http://jobs.imstat.org/c/job.cfm?site_id=1847&jb=4790664

United States: Chicago, IL
University of Illinois at Chicago - Department of Mathematics
Research Assistant Professor (Assistant Professor)
http://jobs.imstat.org/c/job.cfm?site_id=1847&jb=4790657

United States: Chicago, IL
University of Illinois at Chicago
Open Rank Faculty in Business Statistics (Open Level Professor)
http://jobs.imstat.org/c/job.cfm?site_id=1847&jb=4875725

United States: West Lafayette, IN
Purdue University
Continuing Lecturer (Lecturer)
http://jobs.imstat.org/c/job.cfm?site_id=1847&jb=4843170

United States: New Orleans, LA
University of New Orleans
Tenure Track Assistant Professor (Assistant Professor)
http://jobs.imstat.org/c/job.cfm?site_id=1847&jb=4868384

United States: Boston, MA
Boston University
Assistant/Associate Professor of Statistics (Assistant Professor)
http://jobs.imstat.org/c/job.cfm?site_id=1847&jb=4813596

United States: Cambridge, MA
MIT Mathematics Dept
Instructor-Faculty positions (Open Level Professor)
http://jobs.imstat.org/c/job.cfm?site_id=1847&jb=4742456

United States: Cambridge, MA
MIT Sloan School of Management
Faculty Position in Statistics (Assistant Professor)
http://jobs.imstat.org/c/job.cfm?site_id=1847&jb=4915827

United States: Worcester, MA
Worcester Polytechnic Institute
Tenure-Track Assistant Professor (Assistant Professor)
http://jobs.imstat.org/c/job.cfm?site_id=1847&jb=4843216

United States: Rockville, MD
NICHD
Branch Chief (Director)
http://jobs.imstat.org/c/job.cfm?site_id=1847&jb=4723806

United States: Detroit, MI
Wayne State University
Department of Mathematics (Professor)
http://jobs.imstat.org/c/job.cfm?site_id=1847&jb=4904794

United States: Minneapolis, MN
University of Minnesota
Associate/Full Professor (Open Level Professor)
http://jobs.imstat.org/c/job.cfm?site_id=1847&jb=4719176

United States: Durham, NC
Duke Statistical Science
Assistant Professor (Assistant Professor)
http://jobs.imstat.org/c/job.cfm?site_id=1847&jb=4815176

United States: Durham, NC
Duke Statistical Science
Visiting Faculty (Visiting Professor)
http://jobs.imstat.org/c/job.cfm?site_id=1847&jb=4867873

United States: Research Triangle Park, NC
Statistical and Applied Mathematics Sciences Institute
Post Doc Fellowships for 2009-10 (Postdoctoral Fellowship)
http://jobs.imstat.org/c/job.cfm?site_id=1847&jb=4815717

United States: Research Triangle Park, NC
Statistical and Applied Mathematics Sciences Institute
Director (Director)
http://jobs.imstat.org/c/job.cfm?site_id=1847&jb=4646344

United States: Princeton, NJ
Princeton University
Tenure-track Assistant Professor (Assistant Professor)
http://jobs.imstat.org/c/job.cfm?site_id=1847&jb=4868424

United States: Albuquerque, NM
Sandia National Laboratories
Member Technical Staff (Researcher)
http://jobs.imstat.org/c/job.cfm?site_id=1847&jb=4923915
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::: Search our online database of the latest jobs around the world for free at http://jobs.imstat.org :::

United States: Ithaca, NY
Cornell University
Professor (Open Level Professor)
http://jobs.imstat.org/c/job.cfm?site_id=1847&jb=4906741

United States: Staten Island, NY
College of Staten Island
Assistant Professor of Mathematics (Assistant Professor)
http://jobs.imstat.org/c/job.cfm?site_id=1847&jb=4895435

United States: Syracuse, NY
Syracuse University
Tenure track faculty Position (Assistant Professor)
http://jobs.imstat.org/c/job.cfm?site_id=1847&jb=4809514

United States: Athens, OH
Ohio University Department of Mathematics
Assistant Professor of Statistics/Actuarial Science (Assistant 
Professor)
http://jobs.imstat.org/c/job.cfm?site_id=1847&jb=4843506

United States: Columbus, OH
Mathematical Biosciences Institute
Early Career Visitor (Postdoctoral Fellowship)
http://jobs.imstat.org/c/job.cfm?site_id=1847&jb=4898486

United States: Columbus, OH
Mathematical Biosciences Institute
Postdoctoral Fellowship (Postdoctoral Fellowship)
http://jobs.imstat.org/c/job.cfm?site_id=1847&jb=4898485

United States: Kent, OH
Kent State University
Assistant Professor (Assistant Professor)
http://jobs.imstat.org/c/job.cfm?site_id=1847&jb=4888502

United States: Philadelphia, PA
University of Pennsylvania, The Wharton School
Tenure track or tenured position (Professor)
http://jobs.imstat.org/c/job.cfm?site_id=1847&jb=4903571

United States: Philadelphia, PA
Temple University
Department chair and two less senior positions (Open Level 
Professor)
http://jobs.imstat.org/c/job.cfm?site_id=1847&jb=4885857

United States: Pittsburgh, PA
Carnegie Mellon University/Dept. of Statistics
Tenure-track, lecturer, and visiting faculty (Professor)
http://jobs.imstat.org/c/job.cfm?site_id=1847&jb=4715152

United States: Salt Lake City, UT
Department of Mathematics
Tenure/Tenure-Track (Assistant Professor)
http://jobs.imstat.org/c/job.cfm?site_id=1847&jb=4702263

United States: Seattle, WA
Fred Hutchinson Cancer Research Center
Assistant or Associate Member (Assistant Professor)
http://jobs.imstat.org/c/job.cfm?site_id=1847&jb=4847742

United States: Seattle, WA
University of Washington
Tenure Track Assistant Professor (Assistant Professor)
http://jobs.imstat.org/c/job.cfm?site_id=1847&jb=4846413

United States: Madison, WI
Dept. of Statistics
Assistant/Associate Professor (Assistant Professor)
http://jobs.imstat.org/c/job.cfm?site_id=1847&jb=4716341
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January 2009

January 4–10: CRM, Montréal. Random 
Functions, Random surfaces and 
Interfaces w http://www.crm.umontreal.ca/

Mathphys2008/functions_e.shtml 

January 5–8: Washington DC. AWM 
Workshop at JMM 2009 for Women 
Graduate students and Recent PhDs

NEW  January 5 – February 6: National 
University of Singapore. Progress in stein’s 
Method. w http://www.ims.nus.edu.sg/

Programs/stein09/index.htm

January 8–9: Statistical Laboratory, Centre 
for Mathematical Sciences, Cambridge, 
UK. Communicating Complex statistical 
evidence. w www. ccseconf.org

NEW  January 8–10: University 
of Florida, Department of Statistics. 
eleventh Annual Winter Workshop on 
semiparametric Methodology. w www.stat.

ufl.edu/symposium/2009/index.html

NEW  January 19–21: CongresHotel De 
Werelt, Lunteren. eighth Winter school 
on Mathematical Finance. w http://www.

science.uva.nl/~spreij/stieltjes/winterschool.

html

January 23–25: COMSATS Institute of 
Information Technology, Lahore, Pakistan. 
Fifth International Conference on statisti-
cal sciences: Mathematics, statistics and 
Applications. w http://www.ciitlahore.edu.

pk/E-NewsLetter/Math/conference290708.

html

March 2009

March 14: Texas A&M University. 
statistical Methods for Complex Data: 
Conference in honor of Raymond J. 
Carroll’s 60th birthday. Xihong Lin, 
program committee chair e xlin@hsph.

harvard.edu. Joyce Sutherland, conference 
coordinator, t 979-845-5528 e joyce@stat.

tamu.edu. w http://www.stat.tamu.edu/

carroll/ 

 March 15-18: Grand Hyatt, San 
Antonio, Texas. 2009 enAR/IMs spring 
Meeting. w www.enar.org/meetings.cfm 

March 24–27: Tokyo, Japan. sixth 
International Conference on Multiple 
Comparison Procedures. Co-chairs: 
Chihiro Hirotsu (Meisei University, Japan) 
and Martin Posch (Medical University of 
Vienna, Austria). w www.mcp-conference.

org

March 25–30: Yad Hashmona, Judean Hills, 
Israel. IsF Research Workshop on Random 
Matrices and Integrability: From Theory 
to Applications. w http://www.hit.ac.il/staff/

kanzieper/yad8

April 2009

NEW  April 25: Storrs, Connecticut. 23rd 
new england statistics symposium. Also 
short course and NISS Affiliates Annual 
Meeting on April 24. w www.stat.uconn.edu

May 2009

May 3–8: Ascona, Switzerland. statistical 
Advances in Genome-scale Data Analysis. 
w http://stat.ethz.ch/talks/Ascona_09

 May 15–16: Athens, Georgia, USA. 
symposium on new Directions in Asymp-
totic statistics. Organizers Ishwar Basawa 
e ishwar@stat.uga.edu and T.N. Sriram e 

tn@stat.uga.edu w http://aaron.stat.uga.edu/

news_events/symposium09/

May 18–23: CRM, Montréal. Interacting 
stochastic Particle systems [CRM 
program] w http://www.crm.umontreal.ca/

Mathphys2008/stochastics_e.shtml 

UPDATED  May 25–27: Technological Educa-
tional Institution of Athens, Greece. second 
International Conference on Quantitative 
and Qualitative Methodologies in the 
economic and Administrative sciences.  
w http://www.teiath.gr/sdo/de/page_nea_

EN_r/home.htm

May 25–29: Harrah’s Lake Tahoe, NV. 14th 
International Conference on Gambling 
and Risk taking. w www.unr.edu/gaming

May 25–29: Bordeaux, France. 41st Annual 
Conference of the French statistical 
society. w http://www.sm.u-bordeaux2.fr/

JDS2009/index.html

 May 27–29: Vancouver, Canada. 2009 
spring Research Conference on statistics 
in Industry and technology. Boxin Tang 
e boxint@stat.sfu.ca w http://www.stat.sfu.

ca/~boxint/src2009/

International Calendar of Statistical Events
IMS meetings are highlighted in maroon with the  logo and new or updated entries have the NEW  symbol. t means telephone, 
f fax, e email and w website. Please submit your meeting details and any corrections to Elyse Gustafson at erg@imstat.org

http://www.imstat.org/meetings 
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Continues on page 34

May 31 – June 3: Vancouver, Canada. 2009 
ssC Annual Meeting. Local Arrangements: 
Nancy Heckman (UBC). Program: Wendy 
Lou (Toronto) w http://www.ssc.ca/main/

meetings_e.html 

June 2009

NEW  June 4–6: Simon Fraser University, 
Vancouver, Canada. Workshop on statisti-
cal Methods for Dynamic system Models. 
w http://stat.sfu.ca/~dac5/workshop09/ 

June 5–9: University of Pennsylvania, Phila-
delphia, USA. o-Bayes09: International 
Workshop on objective Bayes Methodol-
ogy. Contact Linda Zhao e lzhao@wharton.

upenn.edu w http://stat.wharton.upenn.edu/

statweb/Conference/OBayes09/OBayes.html

June 8–13: CRM, Montréal. Disordered 
systems: spin Glasses [CRM program] 
w http://www.crm.umontreal.ca/

Mathphys2008/spin_e.shtml 

NEW  June 10–12: Siena, Italy. ItA-
CosM09: First Italian Conference on 
survey Methodology. w http://www.unisi.it/

eventi/dmq2009/ 

NEW  June 15–17: Troyes, France. 2nd 
International Workshop in sequential 
Methodologies (IWsM). e Igor.Nikiforov@

utt.fr w http://www.utt.fr/iwsm2009 

NEW   June 15–19 (3 days): Uni-
versity College, Dublin, Ireland. statistical 
Methods for the Analysis of network Data 
in Practice. w tba

NEW  June 18–20: Institute for Advanced 
Studies, Vienna, Austria. econometrics, 
time series Analysis and systems Theory: 
Conference in Honor of Manfred Deistler. 
w http://www.ihs.ac.at/etsast

June 18–20: Accademia Cusano, 
Bressanone/Brixen (BZ), Italy. BIsP6: sixth 
Workshop on Bayesian Inference in sto-
chastic Processes. e bisp6@mi.imati.cnr.it w 

www.mi.imati.cnr.it/conferences/bisp6.html

NEW   June 21–24: San Francisco, 
CA. 2009 ICsA Applied statistical sym-
posium. IMS Rep to Program Committee: 
Jiming Jiang. w http://icsa2.org/2009/

 June 21–25: Collegio Carlo Alberto, 
Moncalieri, Italy. seventh Workshop on 
Bayesian nonparametrics.  
w http://bnpworkshop.carloalberto.org/

NEW  June 22–26: Colorado State 
University, Fort Collins. Graybill VIII: 
sixth International Conference on extreme 
Value Analysis. e GraybillConference@

stat.colostate.edu or EVA2009@stat.

colostate.edu w www.stat.colostate.edu/

graybillconference2009

June 23–27: Smolenice Castle, Slovakia. 
IWMs’09: 18th International Workshop 
on Matrices and statistics. Contact Viktor 
Witkovsky e witkovsky@savba.sk w http://

www.um.sav.sk/en/iwms2009.html

June 26–29: Universita’ Degli Studi Di 
Milano, Italy. 10th european Confer-
ence on Image Analysis and stereology 
(eCs10). w http://ecs10.mat.unimi.it/

 June 28–July 1: Seoul, Korea. First 
IMs Asia Pacific Rim Meeting.  
Program chairs: Feifang Hu e fh6e@virginia.

edu or Runze Li e rli@stat.psu.edu  

w http://ims-aprm.org/

July 2009

NEW   July 3–6: Weihai, China. 
2nd IMs China Conference on statistics 
and Probability. w http://www.stat.cmu.

edu/~jiashun/imschina/index.html

 July 6–17: Cornell University, Ithaca, 
NY. Fifth Cornell Probability summer 
school. w http://www.math.cornell.

edu/~durrett/CPSS2009/

July 12–15: Cornell University, Ithaca, NY.  
2009 InFoRMs Applied Probability 
society Conference. Shane Henderson and 
Mark Lewis. w http://appliedprob.society.

informs.org/apsconf09/APS09.html

NEW  July 13–15: Beijing, China. 1st 
International Conference on the Interface 
between statistics and engineering. 
Contact Kwok Tsui e ktsui@isye.gatech.edu 

w http://icise.bjut.edu.cn/index.htm

 July 20–22: Memorial University, St 
John’s, Canada. International symposium 
in statistics (Iss) on GLLMM. Brajendra 
Sutradhar e bsutradh@math.mun.ca w www.

iss-2009-stjohns.ca

http://www.imstat.org/meetings 
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NEW  July 20–24: Cornell University, 
Ithaca, NY. 24th International Workshop 
on statistical Modeling. w http://www.stat.

cornell.edu/IWSM2009

 July 27–31: Berlin, Germany. 33rd 
Conference on stochastic Processes and 
their Applications. Organising committee 
chair: Jochen Blath; co-chair: Peter Imkeller.  
w http://www.math.tu-berlin.de/SPA2009/ 

August 2009

 August 1–6: Washington, DC. 
IMs Annual Meeting at JsM2009. IMS 
Program Chairs: Michael Kosorok kosorok@

unc.edu Xiaotong Shen xshen@stat.umn.edu 
and Elizaveta Levina elevina@umich.edu 

w www.amstat.org/meetings/jsm/2009/ 

September 2009

September 14–16: Politecnico di Milano. 
Complex Models and Computational 
Methods for estimation and Prediction 
(s.Co.2009). w http://mox.polimi.it/sco2009

December 2009

December 20–23: The American University 
in Cairo (AUC), New Cairo, Egypt. 
ICCs-X: 10th Biennial Islamic Countries 
Conference on statistical sciences. w www.

isoss.com.pk/iccsx.htm

January 2010

NEW  January 4–8: Andhra University, 
Visakhapatnam, India. IIsA Joint statistical 
Meetings and International Conference on 
statistics, Probability and Related Areas. 
Contacts S. Rao Jammalamadaka e rao@

pstat.ucsb.edu, N. Balakrishnan e bala@

mcmaster.ca, K. Srinivasa Rao e ksraoau@

yahoo.co.in w http://www.stat.osu.edu/~hnn/

IISA.html

May 2010

May 23–26: Québec City, Canada. 2010 
ssC Annual Meeting. Local Arrangements: 
Thierry Duchesne (Université Laval)  
w http://www.ssc.ca/main/meetings_e.html 

July 2010

July 11–16: Ljubljana, Slovenia. ICots08: 
Data and context in statistics education: 
towards an evidence-based society. w http://

icots8.org/

NEW   July 18–31: Ithaca, NY. 6th 
Cornell Probability summer school. w tba

August 2010

 August 1–5: Vancouver, British 
Columbia, Canada. JsM2010. 

 August 9–13: Gothenburg, Sweden. 
IMs Annual Meeting 2010. w tba

August 19–27: Hyderabad, India. 

International Congress of Mathematicians 
2010. Program Committee Chair: Prof. 
Hendrik W. Lenstra, Leiden University 
e hwlicm@math.leidenuniv.nl 

August 30 – September 3: Prague, Czech 
Republic. Prague stochastics 2010. 
e pragstoch@utia.cas.cz  

w www.utia.cas.cz/pragstoch2010

July 2011

NEW   July (dates TBA): Ithaca, NY. 
7th Cornell Probability summer school. 
w tba

 July 31 – August 4: Miami Beach, 
Florida. IMs Annual Meeting at JsM2011. 

July 2012 

 July 29 – August 2: San Diego, 
California. JsM2012. 

 July/August [dates TBA]: İstanbul, 
Turkey. IMs Annual Meeting 2012 in 
conjunction with 8th World Congress in 
Probability and statistics.

August 2013

 August 3–8: Montréal, Canada. IMs 
Annual Meeting at JsM2013. 

August 2014

 August 3–7: Boston, MA. JsM2014. 

International Calendar continued

http://www.imstat.org/meetings 

July 2009 continued
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Information for Advertisers 
General information
The IMS Bulletin and webpages are the official news organs of the 
Institute of Mathematical Statistics. The IMS Bulletin, established 
in 1972, is published 10 times per year. Circulation is 5,053 paper 
copies (July 2007). The Bulletin is also available free online in PDF 
format at http://bulletin.imstat.org, usually posted online about two 
weeks before mailout. Subscription to the IMS Bulletin costs $82. 
To subscribe, call (301) 634 7029 or email staff@imstat.org. The 
IMS website, http://imstat.org, established in 1996, receives over 
30,000 visits per month (34,578 in July 2007). Public access is free. 

Advertising job vacancies 
A single 30-day online job posting costs $175.00. We will also 
include the basic information about your job ad (position title, 
location, company name, job function and a link to the full ad) in 
the IMS Bulletin at no extra charge. See http://jobs.imstat.org

Advertising meetings, workshops and conferences
Meeting announcements in the Bulletin and on the IMS website at 
http://imstat.org/meetings are free. Send them to Elyse Gustafson 
See http://www.imstat.org/program/prog_announce.htm

Rates and requirements for display advertising
Display advertising allows for placement of camera-ready ads for 
journals, books, software, etc. A camera-ready ad should be sent as 
a grayscale PDF/EPS with all fonts embedded. Email your advert to 
Audrey Weiss, IMS Advertising Coordinator admin@imstat.org or 
see http://bulletin.imstat.org/advertise

size: width x height rate

1/3 page 4.93” x 4” (125.2 x 102 mm) $195

1/2 page 7.5” x 4” (190 x 102 mm) $245

2/3 page 4.93” x 8” (125.2 x 203 mm) $295

Full page 7.5” x 9.4” (190 mm x 239 mm) $345
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Membership and subscription Information
Journals: 
The scientific journals of the Institute of Mathematical Statistics are 
The Annals of Statistics, The Annals of Probability, The Annals of Applied 
Statistics, The Annals of Applied Probability, and Statistical Science. The 
IMS Bulletin is the news organ of the Institute.

Individual and Organizational Memberships:  
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For alerts and special 
information on all the 
IMS journals, sign up 
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Kakuro corner
How to play: Place single digits (1 to 9 inclusive) in the white boxes in the 
grid. The row or column of digits which make up a sequence must add up  
to the black box to the left or at the top. Each digit in a sequence must be 
different. In the example below, the first row sequence is to make 8:

No repeated digits in 
a sequence.

This row sequence 
doesn’t add up to 8.

...this one does! (So does 
1,2,5 and 3,1,4 and so on)

Solution 29 from last issue

Puzzle 30
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